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Should one do a component analysis or a factor analysis? The choice is not obvious, because the two broad classes of procedures serve a similar purpose, and share many important mathematical characteristics. Despite many textbooks describing common factor analysis as the preferred procedure, principal component analysis has been the most widely applied. Here we summarize relevant information for the prospective factor/component analyst. First, we discuss the key algebraic similarities and differences. Next, we analyze a number of theoretical and practical issues. The more practical aspects include: the degree of numeric similarity between solutions from the two methods, some common rules for the number of factors to be retained, effects resulting from overextraction, problems with improper solutions, and comparisons in computational efficiency. Finally, we review some broader theoretical issues: the factor indeterminacy issue, the differences between exploratory and confirmatory procedures, and the issue of latent versus manifest variables.

Factor analysis and component analysis are two broad classes of procedures that share a common goal: to reduce a set of \( p \) observed variables to a set of \( m \) new variables \((m < p)\). This reduction serves two different purposes. First, the pattern matrix \( A \) can be interpreted to describe the relationship between the original variables and the new variables. Second, scores for the \( m \) new variables can be derived to replace the original observed scores. These scores can be interpreted or employed as the basis of a subsequent analysis. A number of writers have drawn careful distinctions between these two broad classes of methods. After reviewing the distinctions, most writers recommend the use of factor analysis. In spite of these recommendations, principal component
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analysis, a type of component analysis, remains the most widely employed of the techniques (Glass & Taylor, 1966; Pruzek & Rabinowitz, 1981). The purpose of this article is to review some of the issues involved in the selection of one of these two classes of procedures.

The first section will describe the algebraic similarities and differences at the sample level. Four issues will then be discussed in the context of the analysis of data: (a) The degree of similarity between alternative solutions, (b) issues relating to the number of components retained, (c) problems with improper solutions in factor analysis, and (d) comparisons with respect to computational efficiency. Three broader theoretical issues will also be considered: (a) The factor indeterminacy problem, (b) the distinction between exploratory and confirmatory analysis, and (c) the contrast between latent and manifest variables.

This article will not consider these issue(s) within the broader context of structural analysis, primarily because the theory is still developing and the limited number of empirical examples do not provide an adequate basis for discussing these issues. However, the choice between methods discussed in this article seems to involve the same issues (Bentler, 1980; Fornell & Bookstein, 1982) that would be involved in selecting between a factor analysis based approach such as LISREL (Jöreskog, 1970, 1978, 1981), EQS (Bentler, 1985) or COSAN (McDonald, 1978, 1980) and a component analysis based approach such as the PLS (Partial Least Squares) approach (Wold, 1966, 1982). It is clear that, at the present time, general procedures for structural analysis based on the factor analysis model are better developed and have been employed more extensively.

Algebraic Relations

An examination of the mathematical representations of the two approaches will serve to highlight the similarities and differences. This section will present only a brief description. Readers interested in a more detailed and rigorous derivation are referred to standard texts such as Gorsuch (1983), Lawley and Maxwell (1971), McDonald (1985), Meredith and Millsap (1985), Mulaik (1972) or the Schönenmann and Steiger (1976) article on component analysis.

The basic problem for both factor analysis and component analysis involves the description of a set of $p$ random variables $\eta' = (Y_1, Y_2, \ldots, Y_p)$ in terms of $m \leq p$ random variable $\zeta = (X_1, X_2, \ldots, X_m)$ and $p$ residuals $\varepsilon = (e_1, e_2, \ldots, e_p)$. Both factor analysis and component analysis can be expressed as a model of the form

\begin{equation}
\eta = A\zeta + \varepsilon
\end{equation}
where \( A \) is the \( p \times m \) multiple regression pattern for optimally predicting the \( p \) variates in \( \eta \) from the \( m \) variates in \( \zeta \). In component analysis, \( \zeta \) must be expressible as \( \zeta = A^t \eta \), in which case the variance-covariance matrix of \( \epsilon \) cannot be diagonal and of full rank. In factor analysis, the variance-covariance matrix of \( \epsilon \) must be diagonal and of full rank.

Alternative methods result in different sample estimates of \( A \), the pattern matrix. For a sample of size \( N \), the observed data can be represented as an \( N \times p \) matrix \( Y \). When \( Y \) is expressed in deviation score form, a \( p \times p \) sample covariance matrix \( C \) can be represented as

\[
C_{yy} = Y^t Y / (N-1).
\]

Component analysis will be defined as any eigen decomposition of a covariance matrix. The most widely employed version is principal component analysis where all observed variables are transformed to standard score form and the covariance matrix is now the \( p \times p \) matrix of correlations, \( R \).

Principal component analysis can be expressed as

\[
R = L_c D_c^2 L_c^t
\]

where \( D_c^2 \) is an \( m \times m \) diagonal matrix containing the largest \( m \) eigen values and \( L_c \) is the \( p \times m \) matrix containing the corresponding eigen vectors. This approach is sometimes referred to as truncated principal component analysis, indicating that for some applications all \( p \) components may be retained. Alternatives to principal component analysis are described by Bartholomew (1984, 1985), Meredith and Millsap (1985) and Schönenemann and Steiger (1976).

A variation of principal component analysis that has received considerable attention is image component analysis (Guttman, 1953; Harris, 1962), which can be expressed as

\[
S^t R S^{-1} = L_i D_i^2 L_i^t
\]

where \( L_i \) and \( D_i^2 \) are the matrices of eigen vectors and values, respectively, and

\[
S^2 = \text{Diag}^{-1} (R^{-1}).
\]

The principal component pattern can be expressed as

\[
A_c = L_c D_c
\]
and the image component pattern can be expressed as

\[(7) \quad A_i = SL_i D_i\]

Factor analysis, as we have seen, can be viewed as a linear model relating manifest and (using the term loosely) latent variables with an important constraint on the variance-covariance structure of the latent variables. However, this version of the factor model fits a given \( \eta \) if and only if the variance-covariance matrix of the \( \eta \) variables may be written in the form

\[(8) \quad \Sigma_{\eta \eta} = AA' + U^2.\]

Consequently, an alternative view of the factor analysis model is available. Specifically, the factor model fits \( \eta \) if and only if there exists a positive definite, diagonal matrix \( U^2 \) which, when subtracted from \( \Sigma_{\eta \eta} \) leaves a residual that is Gramian and of rank \( m \).

Regardless of whether or not the factor model fits \( \Sigma_{\eta \eta} \) in the population for a small number of factors, it is a virtual certainty that it will not fit a sample variance-covariance matrix \( C_{yy} \) perfectly. Hence, when working with a sample variance-covariance matrix, we fit the model

\[(9) \quad C_{yy} = AA' + U^2 + E\]

where \( E \) is to be kept as small as possible by choosing \( A \) and \( U^2 \) to minimize a loss-function. Different loss-functions yield different solutions, which often are subsumed under the generic name common factor analysis. Maximum Likelihood Factor Analysis (MLFA), which results when \( A \) and \( U^2 \) are chosen to minimize the maximum likelihood loss function, will be considered as the exemplar of this approach. Alternative derivations from different rationale have produced the same results (Howe, 1955; Lawley, 1940, 1941; Rao, 1955) and comparative studies (Browne, 1968) support this preference. If the diagonality constraint \( (A' U^2 A = \text{Diagonal}) \) is employed for MLFA, the result can be expressed as an eigen decomposition

\[(10) \quad U^{-1} R U^{-1} = L_f D_f^2 L_f'\]

where \( L_f \) and \( D_f^2 \) are the matrices containing, respectively, the eigen vectors and eigen values, and the corresponding factor pattern can be represented as

\[(11) \quad A_f = U L_f (D_f^2 - I)^{1/2}.\]
An examination of the two methods of analysis will demonstrate that they differ only to the extent that factor analysis involves a reduction of the variance or diagonal elements of the covariance matrix. Component analysis permits no operation on the diagonal elements that will not also affect the covariance or off-diagonal elements. It should be noted that the values of $U^2$ are typically unknown and must be estimated from the data. Estimation in factor analysis always employs an iterative procedure where $U^2$ is estimated by a numerical minimization algorithm, while $A$ is estimated in closed form at each value of $U^2$ found by the algorithm. The procedure continues until convergence occurs. The presence of the $U^2$ matrix is also the source of the indeterminacy problem (Mulaik & McDonald, 1978; Steiger & Schönemann, 1978). The extent to which the algebraic differences in the two approaches result in practical differences in the solutions will be discussed in the next section.

**Similarity of Solutions**

An examination of the algebraic representations of the two methods of analysis has served to highlight the differences between them. However, when the same number of components or factors are extracted, the results from different types of component or factor analysis procedures typically yield highly similar results. Discrepancies are rarely, if ever, of any practical importance in subsequent interpretations.

The comparisons have either focused on the similarity between the derived scores produced by the two approaches or the similarity between the patterns produced by the two methods. Studies have involved both real data examples and artificial data sets. Velicer (1976b) calculated the correlation between image component scores, principal component scores, and three alternative estimates of factor scores. Data from nine well known studies were employed. The correlations between the different types of scores were typically close to unity. More recently, Fava and Velicer (in press) confirmed these results in an extensive simulation study. The use of simulated data permitted a systematic variation of the degree of saturation, the sample size, and the population structure underlying the sample correlation matrix. When the components/factors are well defined, that is, an adequate number of variables possessing at least a moderate loading (.60), the correlation between the alternative types of scores typically exceeded .99. The only exceptions occurred in the poorly defined cases, a combination of low loadings and few variables per component, and even in these cases the correlations typically exceeded .90.

Velicer (1977) employed the same nine data sets in a comparison of image component, principal component, and factor patterns. The patterns were
compared after a varimax rotation, after a promax rotation, and after a procrustes rotation to maximum similarity. Two types of comparisons were performed: a direct loading-by-loading comparison of the patterns and a summary statistic defined on the matrix of differences between the patterns. Velicer concluded that the "... patterns produced by each of the three methods are remarkably similar. Rotation position has little effect on the degree of similarity" (p. 20).

Velicer, Peacock, and Jackson (1982) performed an extensive comparison of component, image, and factor patterns using simulated data sets. Under all conditions, the patterns produced by all three methods were highly similar, typically with differences only in the second decimal of the loadings. The degree of similarity increased as sample size and saturation increased. In other words, improvements in the quality of the data increased the degree of similarity.

This similarity is easily illustrated. Following the procedure described by Velicer et al. (1982), a target pattern was used to construct a population correlation matrix. A sample correlation matrix (N = 108), generated by the Montanelli (1975) program, was analyzed by principal component analysis, image component analysis, and maximum likelihood factor analysis. Table 1 presents the target pattern and the pattern produced by each of the three methods.

An examination of Table 1 will illustrate the high degree of similarity between the three patterns. Although empirical studies generally show that image and principal component analysis are slightly more similar to each other than to factor analysis, and Velicer et al. (1982) found that factor analysis fits better to the factor target and component analysis fits better to component target, these differences are so small as to be of no practical importance.

A somewhat different conclusion was reached by Snook and Gorsuch (1989). On the basis of a simulation study, they concluded that component and factor analysis give discrepant solutions, particularly when the number of variables (p) is small. The component analysis loadings are described as systematically inflated. We view their conclusions as incorrect for two reasons. First, the differences in the numeric size of the loadings was what would be expected on the basis of the algebraic differences described in the previous section. In effect, the equivalence of the unique variance of one variable must be included in forming the linear composite for a component analysis. A numeric example from Velicer et al. (1982) will serve to illustrate this. "Consider the case of six variables which all have loadings of .80 on a factor. The total common variance for the set is 3.84 and the unique variance is 2.16. The unique variance of one variable (.36) is added to the common variance for component analysis, for a total of 4.20. Divided among the six variables, this results in a loading for each of the six variables in component analysis of .837." (p. 387) This is the source of the differences reported by Snook and Gorsuch and the differences are, as expected, greater for small variable problems. However,
<table>
<thead>
<tr>
<th>Target Pattern</th>
<th>Varimax Rotated MLFA Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>.80</td>
</tr>
<tr>
<td>2</td>
<td>.80</td>
</tr>
<tr>
<td>3</td>
<td>.80</td>
</tr>
<tr>
<td>4</td>
<td>.80</td>
</tr>
<tr>
<td>5</td>
<td>.80</td>
</tr>
<tr>
<td>6</td>
<td>.80</td>
</tr>
<tr>
<td>7</td>
<td>.00</td>
</tr>
<tr>
<td>8</td>
<td>.00</td>
</tr>
<tr>
<td>9</td>
<td>.00</td>
</tr>
<tr>
<td>10</td>
<td>.00</td>
</tr>
<tr>
<td>11</td>
<td>.00</td>
</tr>
<tr>
<td>12</td>
<td>.00</td>
</tr>
<tr>
<td>13</td>
<td>.00</td>
</tr>
<tr>
<td>14</td>
<td>.00</td>
</tr>
<tr>
<td>15</td>
<td>.00</td>
</tr>
<tr>
<td>16</td>
<td>.00</td>
</tr>
<tr>
<td>17</td>
<td>.00</td>
</tr>
<tr>
<td>18</td>
<td>.00</td>
</tr>
<tr>
<td>19</td>
<td>.00</td>
</tr>
<tr>
<td>20</td>
<td>.00</td>
</tr>
<tr>
<td>21</td>
<td>.00</td>
</tr>
<tr>
<td>22</td>
<td>.00</td>
</tr>
<tr>
<td>23</td>
<td>.00</td>
</tr>
<tr>
<td>24</td>
<td>.00</td>
</tr>
<tr>
<td>25</td>
<td>.00</td>
</tr>
<tr>
<td>26</td>
<td>.00</td>
</tr>
<tr>
<td>27</td>
<td>.00</td>
</tr>
<tr>
<td>28</td>
<td>.00</td>
</tr>
<tr>
<td>29</td>
<td>.00</td>
</tr>
<tr>
<td>30</td>
<td>.00</td>
</tr>
<tr>
<td>31</td>
<td>.00</td>
</tr>
<tr>
<td>32</td>
<td>.00</td>
</tr>
<tr>
<td>33</td>
<td>.00</td>
</tr>
<tr>
<td>34</td>
<td>.00</td>
</tr>
<tr>
<td>35</td>
<td>.00</td>
</tr>
<tr>
<td>36</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>Varimax Rotated PCA Pattern</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>.85</td>
</tr>
<tr>
<td>2</td>
<td>.82</td>
</tr>
<tr>
<td>3</td>
<td>.82</td>
</tr>
<tr>
<td>4</td>
<td>.80</td>
</tr>
<tr>
<td>5</td>
<td>.84</td>
</tr>
<tr>
<td>6</td>
<td>.85</td>
</tr>
<tr>
<td>7</td>
<td>-.03</td>
</tr>
<tr>
<td>8</td>
<td>-.05</td>
</tr>
<tr>
<td>9</td>
<td>-.03</td>
</tr>
<tr>
<td>10</td>
<td>-.08</td>
</tr>
<tr>
<td>11</td>
<td>.01</td>
</tr>
<tr>
<td>12</td>
<td>-.05</td>
</tr>
<tr>
<td>13</td>
<td>.09</td>
</tr>
<tr>
<td>14</td>
<td>.07</td>
</tr>
<tr>
<td>15</td>
<td>.03</td>
</tr>
<tr>
<td>16</td>
<td>.03</td>
</tr>
<tr>
<td>17</td>
<td>.06</td>
</tr>
<tr>
<td>18</td>
<td>.03</td>
</tr>
<tr>
<td>19</td>
<td>-.15</td>
</tr>
<tr>
<td>20</td>
<td>-.12</td>
</tr>
<tr>
<td>21</td>
<td>-.03</td>
</tr>
<tr>
<td>22</td>
<td>.05</td>
</tr>
<tr>
<td>23</td>
<td>-.13</td>
</tr>
<tr>
<td>24</td>
<td>-.04</td>
</tr>
<tr>
<td>25</td>
<td>-.00</td>
</tr>
<tr>
<td>26</td>
<td>-.08</td>
</tr>
<tr>
<td>27</td>
<td>-.11</td>
</tr>
<tr>
<td>28</td>
<td>-.07</td>
</tr>
<tr>
<td>29</td>
<td>-.14</td>
</tr>
<tr>
<td>30</td>
<td>.03</td>
</tr>
<tr>
<td>31</td>
<td>.00</td>
</tr>
<tr>
<td>32</td>
<td>.07</td>
</tr>
<tr>
<td>33</td>
<td>.06</td>
</tr>
<tr>
<td>34</td>
<td>.02</td>
</tr>
<tr>
<td>35</td>
<td>.06</td>
</tr>
<tr>
<td>36</td>
<td>-.03</td>
</tr>
</tbody>
</table>
there is no reason to believe that differences of the magnitude reported have any effect in practice on conclusions regarding which factor loadings are salient.

Second, the use of the word inflated is perjorative and misleading. It involves the implicit assumption that the factor loading is the correct value. It would be equally appropriate but similarly misleading to describe the factor loadings as deflated. A more appropriate procedure for assessing the stability of results under small variable conditions would be to compare each sample pattern to its corresponding population pattern, a procedure followed by Velicer and Fava (1987, 1990) which resulted in a very different set of conclusions.

In any case, it does not seem appropriate to select a procedure on the basis of the very small differences in the numeric values of the loadings. There is no reason to believe that the differences reported will result in differences in interpretation for the patterns. Arguments that the slightly larger loading are better or worse are not likely to convince anyone. None of the studies provide support for the persistent belief that the methods produce highly discrepant solutions. One explanation for the possible source of discrepant solutions may lie in the area of overestimation of the number of components, a topic that is discussed in the next section.

*Number of Components (Factors) Retained*

An area that has received too little attention is the determination of the number of components or factors to retain. Rigorous and accurate procedures for determining the number of factors are now available, but inaccurate procedures are still widely employed. If factor analysis is the procedure of choice, at least one of the following three situations is assumed to exist: (a) The number of factors is known a priori, (b) the asymptotic chi-square statistic will accurately determine how many factors to retain, or (c) the problem is trivial and of no interest. For component analysis a diversity of alternative procedures have been proposed, including Bartlett’s (1950, 1951) test of the equality of the last \( p - m \) eigen values, Cattell’s (1966) scree procedure, Horn’s (1965) parallel analysis procedure, Jackson and Morl’s (1973) approach to the reliability of components, Kaiser’s (1960) eigen value greater than unity rule, and Velicer’s (1976a) minimum average partial (MAP) correlation procedure. The most widely employed of these is the Kaiser criterion. Indeed, some critics (Comrey, 1978) of component analysis assume that principal component analysis implicitly involves the use of the Kaiser rule.

The Kaiser rule has been criticized for retaining too many components (Browne, 1968; Cattell & Jaspers, 1967; Linn, 1968) and by one investigator, for retaining too few (Humphreys, 1964). Cliff (1988) has questioned the justification for this rule. Recent investigations of the accuracy of alternative
methods for determining the number of components (Hakstian, Rogers, & Cattell, 1982; Zwick & Velicer, 1982, 1986) found that the Kaiser rule was the least accurate of the procedures studied. Typically, the number of components retained equalled one third of the number of original variables as determined by the Kaiser rule, irrespective of the actual number of components underlying the sample (Revelle & Rocklin, 1979; Zwick & Velicer, 1982; 1986). Because the Kaiser rule is the default value in most computer programs, overextraction has been a typical problem in many published studies. However, the problem of overextraction has received little attention.

Possibly the problem of overextraction has received little attention because of the advice given by textbooks in the area, ranging from the early work of Thurstone (1947) four decades ago to more recent references such as that of Cattell (1978), that overextraction is not a problem, only underextraction. Comrey (1978) recently took issue with this viewpoint, pointing out that overextraction followed by a varimax rotation will result in the last retained factors being inappropriately inflated at the expense of the earlier major factors, thus distorting the interpretation. In essence, unreplicable factors are created by degrading well-defined factors.

The number of components question may be related to the conflict over the similarity-dissimilarity of factor analysis and component analysis solutions. Dziuban and Harris (1973) found large differences between the patterns produced by alternative methods. The Kaiser rule was employed and three components were retained. Velicer (1977) reanalyzed the same data, retaining only one component as indicated by alternative rules, and found the resulting patterns were highly similar. Lee and Comrey (1979) also employed the Kaiser rule and overextracted. They likewise reported clear differences between the patterns produced by factor analysis and component analysis. The overextraction was intentional and was attributed by the authors as the likely source of the differences. Overextraction, a very common problem with the Kaiser rule, may be the cause of observed differences between factor analysis and component analysis. Retention of the correct number of components would lead to very similar solutions.

In order to illustrate this hypothesis, a target pattern was constructed for 36 variables and six components, with six variables loading on each of the six components (\(a_{ij} = .50\) or 0.0). This pattern was used to construct a population correlation matrix. The Montanelli (1975) program was then employed to generate a sample correlation matrix (\(N = 144\), following the design of the Velicer et al. (1982) study. The sample correlation matrix was then analyzed by maximum likelihood factor analysis, principal component analysis, and image component analysis. The resulting patterns were then compared. A summary statistic, \(g\), was calculated, where \(g\) is the average (squared) difference between
Table 2

Value of \( g \) for Five Alternative Solutions

<table>
<thead>
<tr>
<th>Number of Factors Extracted</th>
<th>6</th>
<th>7</th>
<th>8*</th>
<th>9**</th>
<th>14***</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procrustes Rotated Patterns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-C</td>
<td>.002046</td>
<td>.007286</td>
<td>.007743</td>
<td>.010481</td>
<td>.003309</td>
</tr>
<tr>
<td>F-I</td>
<td>.001894</td>
<td>.007556</td>
<td>.005128</td>
<td>.008077</td>
<td>.002652</td>
</tr>
<tr>
<td>I-C</td>
<td>.000134</td>
<td>.000274</td>
<td>.001475</td>
<td>.001472</td>
<td>.000179</td>
</tr>
<tr>
<td>Varimax Rotated Patterns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-C</td>
<td>.002051</td>
<td>.008849</td>
<td>.014191</td>
<td>.017417</td>
<td>****</td>
</tr>
<tr>
<td>F-I</td>
<td>.001894</td>
<td>.008536</td>
<td>.017175</td>
<td>.015914</td>
<td>****</td>
</tr>
<tr>
<td>I-C</td>
<td>.000139</td>
<td>.000675</td>
<td>.001896</td>
<td>.005067</td>
<td>.005730</td>
</tr>
</tbody>
</table>

Note. \( m = 14 \) suggested by Kaiser K1 rule. \( m = 6 \) is correct solution, MAP solution. * MLFA Failed to Converge, 150 iteration solution employed. ** Boundary attained. Variable 29 partialed out. *** Boundary attained. Variable 27 partialed out. **** No one to one match of patterns was possible.

the loadings of the two patterns compared. The square root of \( g \) is the well known root mean square statistic. An examination of Table 2 indicates that all three patterns were very similar when six components were retained. However, the solutions became increasing dissimilar for solutions involving 7, 8, 9, and 14 components retained. The last case, the one indicated by the Kaiser rule, resulted in patterns that could not be successfully matched in the varimax position. The results indicate that overextraction is a probable reason for cases where dissimilarities have been found between component analysis and factor analysis. The effects of overextraction is a largely unrecognized problem that warrants further investigation.

Overextraction can also be a problem with factor analysis when sample sizes are large and the maximum likelihood significance test is employed. The approximate chi-square test associated with the MLFA approach is a test of the equality of the remaining \( p - m \) eigen values after \( m \) common factors have been fitted. Therefore, the logic and development of this test statistic is the same as that employed for the development of the Bartlett (1950, 1951) test for principal component analysis. Horn and Engstrom (1979) discuss the comparability of the two tests of significance. However, neither the Maximum Likelihood or
Bartlett test may be testing the hypothesis of interest for the applied researcher. Consider a set of $p$ variables with $m$ common factors ($m < p$). Augment this initial set with a new set of $q$ variables that are uncorrelated with the original $p$ variables and with each other. The logic underlying both tests would indicate the retention of $m + q$ factors or components. An investigator will typically only be interested in retaining and interpreting the $m$ common factors or components. Tucker and Lewis (1973) found that the MLFA extracted more factors than a practitioner would wish to identify. Hakstian, Rogers and Cattell (1982) and M. B. Richman (personal communication) using simulated data found that the MLFA test consistently overestimated the number of factors known to be present. Gorsuch (1973) and Zwick and Velicer (1982, 1986) have reported similar findings with the Bartlett test. Statistical significance may be viewed as a necessary, but not sufficient condition for factor interpretability (Jackson & Chan, 1980).

In addition, the MLFA and Bartlett significance tests may be criticized on other grounds. First, both tests assume a multivariate normal distribution, an assumption that is rarely tested and difficult to defend for most real world examples, particularly if $p$ is large. The test results in inflated values when this assumption is violated (Boomsma, 1982, 1983; Harlow, 1985). Second, the logic of the tests makes each a badness-of-fit test, contrary to the usual logic of a statistical test that would require positive evidence to retain a factor or component. Third, each test is an approximate test, with no means for evaluating the accuracy of the approximation. Approaches such as the Minimum Average Partial Correlation Test (MAP) (Velicer, 1976a), the evaluation of the reliability of component scores (Jackson and Morf, 1973), or Scree test (Cattell, 1966) have better empirical support and, from some perspectives, a superior theoretical basis than either the Kaiser rule (Cliff, 1988) or significance tests like the maximum likelihood test. Zwick and Velicer (1986) provide an extensive review of this area.

The reported similarity of the two approaches in controlled studies and the overextraction problems that occur when the Kaiser rule is employed for component analysis or the maximum likelihood test is employed for factor analysis suggest some tentative conclusions. The problem of overextraction needs to be studied empirically for both factor analysis and component analysis. It potentially has different effects for each of the two methods of analysis. At a minimum, if data sets, analyzed by the two methods, produce very different results, the investigators should reevaluate the number of components (factors) retained. Alternative, more accurate procedures, should replace the common, but problematic, procedures.
Problems with Improper Solutions

Factor theorists have been aware for many years (Thurstone, 1947) of the occurrence of solutions to the factor problem, which, although numerically satisfying certain conditions of estimation, are uninterpretable in terms of the common factor model. Such a situation might arise, for example, when the diagonal matrix of uniqueness estimates contains one or more elements that are equal to zero or negative. The idea that an observed variable would contain no unique (and hence no error) variance is simply not consistent with expectations based on measurement theory and the common factor model. Therefore, such a uniqueness estimate is uninterpretable classically as a legitimate partitioning of test variance. But such solutions, in spite of their status as curiosities, occur with such frequency (Jöreskog, 1967; Velicer & Fava, 1987, 1990) in numerical solutions to the factor analysis problem (such as MLFA) that they constitute an embarrassment to the use of such solutions. It has been customary to constrain numerical solutions in such a way as to prevent the offending estimates from becoming smaller than a prescribed positive quantity. Thus, the uniqueness is set to some arbitrarily small positive number (Jöreskog, 1967) or to zero (Harman & Fukuda, 1966). Such a practice is unsatisfactory for a number of reasons. First, the solution is arbitrary and not unique, and actually represents an abandonment of the common factors model for a mixed factor-components model (Bentler, 1976). Second, this practice has the character of dealing with the problem without necessarily understanding its cause, or of sweeping the problem under the rug without determining which one of several reasons for it (including the appropriateness of the common factor model) is responsible and which remedial act is most appropriate. Third, maximum likelihood factor analysis has not been proved to be valid in boundary minima (Driel, 1978).

An appreciation of the distinct causes for improper solutions in common factor analysis may be obtained following Driel (1978), from a consideration of the different types of conditions leading to improper solutions. Driel distinguishes between admissible solutions (those obtainable when the classical constraints are dropped, such as those of positive semi-definiteness of the matrix based in the major product of the factor matrix and positive definiteness of the diagonal matrix of uniquenesses), and interpretable solutions within the sets of admissible and interpretable solutions. If the observations on which a particular common factor solution is based are viewed as samples from a population, the elements of a factor solution also are considered estimates of population parameters. When population parameter values are close to a boundary, (case A), sampling fluctuations may lead to estimates at or beyond the boundary. Alternatively, population values of columns of a factor matrix may be so discrepant in size as to cause a solution based on a particular sample to yield one or more estimated
columns that vanish, resulting in an improper solution. This problem may be exacerbated by numerical algorithms seeking to minimize some distance function based on faulty or unreliable sample data. Alternatively, no sample solutions may be interpretable (Case B). Such a condition might arise when one or more of the assumptions of the common factor model, such as normality, linearity, or linear independence of random variables do not hold for the data, or when errors have been made in transcribing the data. A third situation involves a kind of indefiniteness of solution (Case C), in which a number of values are admissible and will give almost the same solution. Numerically, the choice among these solutions may be quite arbitrary, but some may be improper in terms of the classical model. According to Driel (1978), this may occur, for example, when Anderson and Rubin's (1956) identifiability theorem is violated (cf. Thurstone, 1947), and there are fewer than three non-zero elements in any column of the factor matrix, resulting in the impossibility of a unique solution to the factor equation. This kind of unidentifiability may also occur due to sampling fluctuations in which population data approach values that would constitute a violation of the Anderson and Rubin theorem. Velicer and Fava (1987, 1990) illustrated both the Case A and Case C empirically. In a study of variable sampling, when the average number of variables-per-factor ratio approached the minimum for identifiability, some factors were undersampled and boundary cases occurred with high frequency. Boundary cases also occurred with high frequency when the average variable-to-factor ratio was higher but the saturation was low. Boundary cases also occurred more frequently with small sample sizes (Velicer & Fava, 1990). The combination of low saturation variables, small sample size, and a low variable-to-factor ratio almost always produced a boundary case.

The occurrence of boundary conditions and improper solutions, therefore, presents a problem for factor analysis if treated as they typically are in current practice, that is, one of a variety of statistical manipulations are employed to correct the problem. In addition to the previously mentioned approach of setting the offending estimate equal to zero, proposed alternatives include reparameterizing the model (Bentler, 1976) and placing constraints on the unique variances Rindskopf (1983) or limiting the number of iterations (Snook & Gorsuch, 1989). Such corrections suffer from questionable logic and/or do not perform well in practice (Dillon, Kumar, & Mulani, 1987). However, improper solutions could be transformed from an area of concern to an advantage for factor analysis if their occurrence was treated as a diagnostic. In such a case, the investigator could consider changing the model, that is, reducing the number of factors retained to exclude uninterpretable factors, or rejecting the data set as inadequate to investigate the question of interest. The second case would include situations in which some factors of interest are not measured by an adequate number of
variables or the number of subjects sampled is inadequate (Guadagnoli & Velicer, 1988; Velicer & Fava, 1990). Because improper solutions do not occur with component analysis, their occurrence with factor analysis can be an advantage, if treated as a diagnostic, or a disadvantage, if treated as a minor annoyance to be fixed and ignored.

**Computational Issues**

A critical issue for many investigators in their selection of component analysis is computational speed. In general, component analysis will involve less computer processing time. In addition, component analysis can be performed on larger variable sets. The exact relation between the two approaches depends on a number of aspects, including the number of variables and the actual solution. For problems with a small number of variables, the differences are minor while for large variable problems, the differences in speed are striking. Component analysis, which involves less computer space, has been used to analyze data sets which exceed the capacity of factor analysis programs on most mainframe computers. In recent years, variable sets ranging from 200 to 400 variables or more have been successfully analyzed with component analysis procedures. Beyond the number of variables issue, the nature of the correlation matrix (and the corresponding pattern matrix) will affect the speed of the analysis. Factor analysis is necessarily an iterative procedure. Convergence is generally fast for well defined problems. Incorrectly specifying the number of factors or including poorly defined factors, that is, defined only by few variables with low loadings, will result in very slow convergence speed and, in some cases, a failure to converge for most computer programs (Velicer & Fava, 1990).

The problems of speed and space associated with factor analysis procedures have occasionally been minimized as representing a transitory state of affairs. Computers are rapidly improving with respect to speed and size. What one generation of researchers considered time consuming will be near instantaneous for the next generation. Thus, according to this argument, advances in computer hardware can be expected to minimize any existing distinctions. However, two different trends have shown this cavalier dismissal of the issue to be incorrect. First, the difference can always be extended. The same computers that make speed differences negligible for small variable problems permit the extension of component analysis to large variable problems and the investigation of a class of previously prohibited problems. Second, most analyses in the future will probably take place on large personal computers rather than mainframes. This trend has served to make the issue of speed and size very salient again. Some alternative procedures have been developed within the factor analysis framework (Bentler, 1982; Hägglund, 1982) that will provide faster computational speeds but the adequacy of these approaches has not been extensively evaluated.
Factor Indeterminacy Problem

An issue that has received a great deal of attention in the last two decades is the factor indeterminacy problem in the common factor model (Green, 1976.; Heerman, 1964, 1966; McDonald, 1974, 1977; McDonald & Mulaik, 1979; Mulaik, 1972, 1976; Mulaik & McDonald, 1978; Schönemann, 1971; Schönemann & Steiger, 1976, 1978; Schönemann & Wang, 1972; Steiger, 1979a, 1979b; Steiger & Schönemann, 1978). Component analysis can be viewed as a transformation of \( p \) observed scores into a set of \( m (m < p) \) uncorrelated new scores. Factor analysis involves \( p \) observed variables and \( p + m \) new variables. "Factor indeterminacy is the inability to determine uniquely the common and unique factor variables of the common factor model from the uniquely defined observed variables because the number of observed variables is smaller than the number of common and unique factors" (Mulaik & McDonald, 1978, p. 177). This means that, for a given individual, two different factor scores could be calculated, both of which fit the factor model perfectly. However, these two scores can be radically different. The present section will provide a brief review of the issue. More extensive reviews are provided by Steiger (1979a), Steiger and Schönemann (1978) and McDonald and Mulaik (1979).

A number of alternative approaches have been developed to demonstrate the factor indeterminacy problem. Piaggio (1931, 1933, 1935) introduced and Guttman (1955) later generalized the construction approach. This approach demonstrated that different sets of common factor scores can be constructed for any data set by means of the factor pattern and a vector of random numbers. These factor scores, unlike the more usual factor score estimates, fit the factor model exactly, but may be quite distinct from each other. A second approach is the transformation approach (Ledermann, 1938; Schönemann, 1971; Thomson, 1935). This approach demonstrates that a transformation matrix exists that will transform any set of factor scores into a different set of factor scores that also satisfy the model. For either approach, one may calculate the minimum correlation between alternative factor scores (Guttman, 1955; Schönemann, 1971; Schönemann & Wang, 1972), as a measure of the extent to which alternative sets of factor scores are correlated. For both common and unique factors, the minimum average correlation given by Schönemann (1971) is

\[
\hat{r}_{\text{min}} = \frac{p - m}{p + m}
\]

a value that is not dependent on the actual data set. For only common factors in a MLFA solution, the degree of indeterminacy of any factor can be determined
from the associated eigen value (Schönemann & Wang, 1972). For real data examples, Schönemann and Wang demonstrated that the minimum correlation can be zero or negative.

These arguments have served to demonstrate that factor indeterminacy does exist. The factor pattern, factor structure, and factor correlations are all determined satisfactorily. (Rotational indeterminacy, a very different issue from factor indeterminacy, is a separate problem). However, psychologists have seldom been interested in the actual factor scores. The interest is rather in the latent variables underlying the observed variables that the researcher hopes to discover. Mulaik and McDonald (1978; McDonald & Mulaik, 1979) have demonstrated that the indeterminacy problem can also affect the interpretation of the latent variables. Two investigators, starting with the same core set, could build two extended batteries of infinite length that are very different from each other. That is, the factor indeterminacy problem may lead to radically different conceptualizations of the latent variable. Problems have also been discussed with respect to the external validity of factor scores (Schönemann, 1981; Schönemann & Steiger, 1978; Steiger, 1979b).

The implications of the factor indeterminacy issue are still being debated. At one extreme, Steiger and Schönemann (1978) view the problem as severe and recommend the replacement of factor analysis with component analysis. At the other extreme, McDonald and Mulaik (1979) view the problem only as potentially troublesome for exploratory factor analysis. The high degree of similarity between component and factor solutions described previously indicate that the issue will have at most minor practical consequences for well defined data sets. Most writers continue simply to ignore the issue. However, a number of problems with factor analysis are related to the indeterminacy problem in either direct or subtle ways, including: the divergence of factor and component solutions under poor conditions, determining the numbers of factors to retain, the problems involving improper solutions, and the awkwardness of defining factor score estimates. Whatever the final resolution of this issue, we can conclude that whatever advantageous theoretical properties are attributed to the factor analysis model, there also exist some very severe theoretical problems.

*Latent versus Manifest Variables*

Some investigators distinguish between factor analysis and component analysis by referring to the former as a latent variable procedure and the latter as a manifest variable procedure. A latent variable is an unobserved, underlying, error free variable that, with the addition of sampling error, accounts for the observed or manifest variables. Component analysis can be described as a weighted linear composite of the $p$ observed variables, and, is therefore,
described as a manifest variable procedure. Factor analysis involves the reduced correlation matrix (see Equation 10) where the p x p diagonal matrix of uniqueesses is removed from the correlation matrix. This reduction is an attempt to remove measurement error. Measurement error can be part of the variances, but, under the assumption of independence, cannot be part of covariance.

This argument is presented in a number of ways. Component analysis is sometimes described as limited to the space of the observed variables. Other writers describe component analysis as assuming that all the variables are perfectly reliable. The major assumed advantage of a latent variable model is the perceived added degree of generalization to other, unsampled variables. Component analysis is described as unstable under sampling of variables. Factor analysis is assumed to yield the same factors, even if new variables augment or replace some of the original observed variables.

This issue is directly related to the indeterminacy issue. The reduction of the correlation matrix involves the estimation of p independent variables in addition to the m variables that both procedures require. Because p and m variables are estimated from p observed variables, an indeterminacy problem occurs. Heerman (1964) ascribes the generalization property attributed to factor analysis to the indeterminacy problem: "Determinate factor solutions permit unique calculation of factor scores, but the factors are always contained in the test space and hence cannot be expected to represent anything which goes beyond the original measures" (Heerman, 1964, p. 380). Mulaik (1972, 1985) views the choice between factor analysis and component analysis as being a choice between a general but indeterminate solution and a determinate but restricted solution.

However, consider the following. If latent variables are thought to possess desirable properties, that is, error free and stable across selection of variables, then individual scores for the N subjects on those latent variables might be a clear goal of the analysis. Commonly employed factor score estimates (McDonald and Burr, 1967; Harris, 1967) would be desirable. However, it is difficult to discern any substantial differences between factor score estimates and component scores (Velicer, 1976; Fava & Velicer, in press). Factor score estimates are in the space of the variables and calculated using formulas similar to those for component scores. Because factor score estimates are nearly identical to component scores, and are themselves determinate, it is difficult to understand how factor scores can be better and more generalizable. One of the approaches to the indeterminacy problem discussed in the previous section was to construct factor scores instead of estimating factor scores (Guttman, 1955; Schönemann and Wang, 1972). These estimates consist of a weighted linear composite of the p observed variables plus an arbitrarily chosen random component. The
addition of a random component results in infinitely many sets of scores that fit
the factor analysis model. It is difficult to see how such an addition of a random
component would result in an improvement, that is, increased generalizability,
for the latent variable approach. In fact, the addition of a random component to
factor scores has never been seriously recommended.

The issue of differential generalizability can be evaluated empirically. Only
a limited number of variable sampling studies exist. Jöreskog (1969) compared
two types of factor analysis, image factor analysis and maximum likelihood
factor analysis and concluded that image factor analysis was slightly more
stable. Velicer (1972) adapted the same procedure to a comparison of two types
of component analysis and maximum likelihood factor analysis. An initial
analysis is performed on a matrix of \( p \) variables. Then a subsample of the \( p \)
variables is randomly selected and the same type of analysis performed. The
pattern from the subsample of variables is compared to corresponding rows of
the original pattern matrix. If the latent variable approach results in greater
generalization under sampling, the factor analyses on the subsample should be
closer to the population than the component analysis. Velicer (1972), using
several existing well known data sets, found no observable difference.

More recently, Velicer and Fava (1987) employed the same procedure to
evaluate the effects of variable sampling in an extensive simulation study. The
manipulation of two factors, the number of variables sampled and the degree
of saturation, resulted in strong effects. Dramatic differential effects on boundary
cases and convergence problems were also found. Pattern reproduction was
very poor if saturation was low, or if the number of variables per factor was
small. The combination of these two conditions produced extremely poor
results. These conditions also resulted in a high rate of nonconvergence
problems and boundary conditions. The differences between component
analysis and factor analysis were minimal and inconsistent. Velicer and Fava
(1990) replicated and extended these results. Subject sampling was also found
to have a large effect, with low subject sample size leading to poor pattern
reproduction, especially if the saturation was low and/or the number of variables
per factor was small. Only a minimal difference was found between factor and
component analysis, with principal component analysis demonstrating slightly
superior performance under variable sampling.

The existing empirical evidence does not support the advantages of factor
analysis under variable sampling. On the contrary, what slight differences have
been found favor component analysis (Velicer & Fava, 1990). Until such
empirically demonstrable differences are provided, the applied researcher
should be skeptical of the claims made for the superiority of latent variables. The
more general concept of a construct (Cronbach & Meehl, 1955) might profitably
replace the latent variable as a guide to test development and generalization.
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*Exploratory versus Confirmatory Analysis*

The issue between Exploratory Analysis and Confirmatory Analysis relates only peripherally to the purpose of this article. Some authors have made the distinction between component analysis as an exploratory procedure and factor analysis as a confirmatory procedure. The basis for this distinction is unclear, because almost identical operations are employed when either technique is employed in an exploratory manner. As previously mentioned, structural modeling procedures based on the factor analysis model are better developed and more extensively used at the present time than those based on a component approach. However, confirmatory approaches based on either model are clearly possible.

A number of writers have asserted that exploratory procedures should not be used at all. The argument is that theory-testing is the fundamental purpose of science. Confirmatory (structural modeling) procedures are specifically designed for theory testing and should, therefore, completely supplant the use of exploratory techniques. This is a viewpoint that we disagree with for a number of reasons. First, most research problems fall on the continuum somewhere between the two extreme positions. Very few studies can be found that represent a pure example of an exploratory or a confirmatory study. Most studies represent a mix — partially based on theory, which is either formally stated or implicit in the formulation of the research question, and partially exploratory, involving novel situations, stimuli, or areas where almost no previous data or theory exists. When theories do exist, they are often vague, poorly formulated, and imprecise.

Second, the view that exploratory and confirmatory approaches are competing is unfortunate. It would be better to view them as complementary. From this viewpoint, a study is conceived as only one in a sequence of studies, whether as the research program of a single individual or laboratory or the combined contributions of different researchers. In such a sequence, some studies may be exploratory and some confirmatory in orientation. Exploratory studies would be more appropriate in the initial stages or after rejection of a theory. Recently, articles which combine both exploratory and confirmatory procedures in a sequence of studies have appeared (i.e., Prochaska, Velicer, DiClemente, & Fava, 1988; Velicer, Huckel, & Hansen, 1989). Gorsuch (1987) argues that exploratory procedures should be employed as conservative confirmatory procedures. Confirmatory procedures would be best employed in attempts to disconfirm an established theory (Popper, 1959).

Third, the problems of a theory-confirming approach as a basic research paradigm need to be recognized. Greenwald, Pratkanis, Leippe and Baumgardner
(1986) distinguished between a *theory-oriented research strategy* and a *result-centered research strategy*. These two strategies correspond to confirmatory and exploratory approaches to data analysis. In their criticism of the theory-centered strategy, Greenwald et al. warn of the dangers of a theory-confirming strategy. Researchers are prejudiced against the null hypothesis and tend to persevere by modifying procedures and/or fail to report when results do not support the theory. When results do agree with the theory, researchers tend to over-generalize, that is, independent of conditions and procedure. This reflects a phenomenon that has been labeled a confirmation bias. A confirmation bias has been demonstrated to result in a wide variety of effects, including a perseverance of belief in discredited hypotheses (Snyder & Uranowitz, 1978).

A review of some of the recent articles employing the LISREL analysis will provide the reader with examples of initial rejection of the hypothesis followed by changes indicated by the modification indices, such as extensive correlated error terms for non-longitudinal studies, to get the model to fit the data.

Exploratory analytic approaches (or result-centered research strategies) should be preferred except for those cases where a well-defined theory exists. Exploratory approaches avoid a confirmation bias, do not force a theory-oriented approach prematurely, and represent a conservative strategy. Confirmation approaches should be employed in a more limited role. If a well-developed theory exists, a well-designed study which attempts to disconfirm the theory is desirable. Alternatively, when two (or more) legitimate competing theories exist, a confirmatory strategy can be employed to determine which provides a better fit to the data. A key phrase here is *legitimate* because of the tendency to create weak theories that are not seriously entertained as competitors. Further, if several theories provide reasonably similar degrees of fit to the data, the theory that involves the fewest parameters should be selected. Theories involving more parameters will generally fit the data better than simpler models, but simpler models will generally cross-validate better (Collyer, 1985). The reader is reminded that structural modeling is also applicable to a wide variety of problems (i.e., panel analysis, hierarchical designs) other than the confirmatory factor analysis problem to which these comments are addressed.

**Discussion**

The major conclusion of this article is that there is little basis to prefer either component analysis or factor analysis. For practical purposes, the choice of method is not a decision that will greatly affect empirical results or substantive conclusions. Other decisions, such as the number of factors/components to retain or the method of rotation are much more critical. This conclusion is based on the very high degree of similarity between alternative solutions that has been
demonstrated empirically both in comparisons of patterns (Velicer, 1977; Velicer et al., 1982) and comparisons of derived scores (Velicer, 1976b; Fava & Velicer, in press). There is reason to believe that this similarity of solutions is even stronger for well designed data sets and when an accurate decision about the number of factors/components to retain is made. Although the solutions become dissimilar under poor conditions, there is no basis to assume that either method is more accurate. This lack of clear empirical differences between the two approaches has implications for each of the other issues discussed.

The problem of overextraction is frequently ignored but potentially critical. The methods are similar for the correct number of factors but diverge markedly when overestimation occurs. The widely employed *eigen value greater than unity* rule typically leads to overextraction. The chi square test associated with maximum likelihood factor or component analysis likewise leads to overextraction, particularly when the sample size is large. The existence of an alternative procedure such as the MAP correlation procedure (Velicer, 1976a) which provides accurate guidance on the number of components to retain, represents an advantage in selecting component analysis.

The problem of improper solutions is a much more complex matter. These solutions are uninterpretable in terms of the model and occur with a high frequency, particularly when the saturation is low, the sample size small, or there are not enough variables to identify the factor. It has been customary to constrain numeric solutions in such a way as to prevent the offending estimates from becoming smaller than a prescribed non-negative quantity. This approach tends to ignore the cause of the problem and is inconsistent with the factor analysis model. A more reasonable alternative would be to treat the occurrence of an improper solution as a diagnostic indicator of a problem. Corrections would result from an assessment of the cause of the improper solution. Such corrections could range from changing the number of factors retained to gathering a new data set with modification in the subject or variable sampling. If employed in this way, improper solutions would represent an advantage in selecting factor analysis. However, current practices, which generally involve defining the problem out of existence, would make component analysis the preferred method.

Component analysis will typically handle more variables and provide more rapid solutions. The increasing capacity and speed of computer will not alter this situation. Component procedures will always be able to handle proportionately more variables and be proportionately faster computationally. With the increased use of multi-category response items, item level analysis has become the rule rather than the exception. Problems involving 100 to 300 variable correlation matrices are now common. The increased used of PC computers makes speed an important consideration for many problems. The computational efficiency issue represents an advantage in selecting component analysis.
The factor indeterminacy issue is the result of solving for $p + m$ new variables from a set of $p$ observed variables. This lack of a unique solution is the basis for the factor indeterminacy problem. The practical implications of this problem are not clear, particularly in light of the high degree of similarity between the alternative solutions. This issue, although of theoretical importance, does not represent a practical basis for selecting between the two methods of analysis.

The association sometimes made between factor analysis as a confirmatory procedure and component analysis as an exploratory procedure is incorrect. Both exploratory and confirmatory procedures can be based on either of the two models. Exploratory factor or component analysis should be viewed as an unrestricted procedure, that is, the bias of the researcher cannot affect the end result. Confirmatory approaches are an attempt to fit the data to a preconceived model, which may result in a confirmatory bias as a consequence of the failure of the investigator to specify the best model. Unrestricted procedures can be viewed as a more conservative confirmatory test. Exploratory and confirmatory procedures should be viewed as complementary rather than competing. This issue does not represent in principle a basis for selecting between the two methods of analysis, although it is recognized that more work needs to be done to develop confirmatory component analysis approaches that parallel the sophistication and flexibility of packages such as LISREL. One result of such development might be the availability of a confirmatory approach that will permit the evaluation of data sets with a larger number of variables than is now possible.

Latent variable procedures (i.e., factor analysis) are asserted to have greater generalizability to the set of unsampled variables and thus represent an advantage for factor analysis. However, empirical studies (Velicer, 1974; Velicer & Fava, 1987, 1990) have generally found no difference between the methods under conditions of variable sampling. This issue does not represent a basis for selecting either method of analysis.

The high degree of similarity between the results of either a component analysis or factor analysis is the basis of the major conclusion that the choice of method is unlikely to result in any empirical or substantive differences. From one viewpoint, component analysis can be viewed as a computationally efficient approximation to factor analysis. However, it is equally correct to assert, as Steiger and Schönemann (1978) do, that factor analysis is "...a computationally difficult, theoretically problematic, approximation to component analysis" (p. 174). The advantages of selecting the component approach include the availability of accurate methods of determining the number of components to retain and, particularly in large variable data sets, computational efficiency. The occurrence of improper solutions can be either a problem or a positive characteristic of factor analysis if properly employed as a diagnostic indicator. The other
issues considered provide little basis for selecting between the two procedures. Perhaps the principal of parsimony, applied to parsimony procedures, provides the strongest argument for preferring component analysis over factor analysis.
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